


2 Linguistic Interpretation of Images

The body of work on text and image analysis relies on a number of techniques, e.g., semantic annotation
of video; statistical classification for feature detection; heuristic, Markovian, and Bayesian methods for
classification of composite events, among many others (Ballan et al., 2011). State of the art includes a
variety of metrics to evaluate the robustness of caption generation systems (Anderson et al., 2016), event
description (Young et al., 2014), and scene description (Aditya et al., 2015).

Previous work in visual semantic role labeling (e.g., Gupta and Malik (2015); Yatskar et al. (2016))
often involves determining the main activity and participants in an image or scene. In many cases, the
activity is closely linked to one of the objects in the scene, and some canonical property of it. For
example, in Figure 1 (taken from Yatskar et al. (2016)), we see two examples of a spraying event, both
closely associated with one particular object in the scene—a spray can or a hose.

Figure 1: Spraying event with role labels, taken from Yatskar et al. (2016)

Both spray cans and hoses have canonical uses, which is to spray some substance (paint/water); knowing
the canonical use of an object allows a human, as a reasoner, to infer what event or subsuming event is
being depicted. Similar remarks hold for a tool such as a chainsaw (Figure 2a), independent of its role in
an explicit cutting event (Figure 2b).

Figure 2: Latent Event (left) and Active Event (right)

In cases where an object is depicted as violating its canonical or typical use, the implied narrative
becomes yet more interesting. The general “scenario localization” (Pustejovsky, 2013b) and particular
types of textual or image narrative connotation can be either encoded or subverted by the presence and
depiction/description of objects denoted/depicted within them: subverting the inherent narrative encoded
into a particular object introduces a new narrative, vis-à-vis how the object came to be in the situation
where is it depicted or described.

Take as an example the events associated with the object denoted by the artifactual nominal plane.
The prototypical “fly” event can be broken down into the subevents “take off(a),” “translocation(a,b),”
“land(b),” (encoded as Generative Lexicon’s TELIC role). This forms a canonical take off-fly-land narra-
tive associated with a plane. This lexically-encoded narrative can be left uninstantiated (a plane sitting
in a hangar) or violated (by a crash event).
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Figure 3: Airplane (left) and airplane debris in a field (right)

The image of debris in a field focuses this interruption or violation of the plane’s canonical or typical
purpose, as does a hypothetical image caption or snippet of prose narrative (e.g., “People walk among
the debris at the crash site of a passenger plane near the village”), that presupposes the existence of the
same debris and hence the event crash that interrupted the canonical narrative of the plane, causing it to
enter into the situation where it (and the resultant debris) is described.

3 Habitats and Event-Connoting Expressions

In this section we introduce the specification for how latent event structure is encoded for entity types.
Recall that there are three major types of event-connoting nominal expressions: (a) agentive nominals;
(b) resultative nominals; and (c) artifactual nominals. Consider first the case of artifactual nominals.
Following Generative Lexicon (GL) (Pustejovsky, 1995), such nominals are given a feature structure
consisting of the word’s basic type and its qualia structure. The latent event structure associated with
an object is referenced through the qualia: e.g., a food item has a TELIC value of eat; an instrument for
writing, a TELIC of write; a cup, a TELIC of hold, and so forth. Similarly, as mentioned above, the
semantics for the noun plane carries a TELIC value of fly:

(1) λx∃y


plane
AS =

[
ARG1 = x : e

]
QS =

[
F = vehicle(x)
T = λz, e[fly(e, z, x)]

]


While convention has allowed us to interpret the entire TELIC expression as modal, this is inadequate for
capturing the deeper meaning of functionality, and this introduces the notion of a habitat. A habitat can
be viewed as the environmental constraints, C, necessary for a latent event to be realized (Pustejovsky,
2013a). Assuming a dynamic semantics for how events are interpreted (Pustejovsky and Moszkowicz,
2011), we can say of an artifact, x, in the appropriate context C, that performing the action π will
result in the intended or desired resulting state, R, i.e., C → [π]R. That is, if a context C (a set of
contextual factors) is satisfied, then every time the activity of π is performed, the resulting state R will
occur. Hence, while the TELIC event for plane is fly, it is modal, and the preconditions for such an
event must be satisfied, e.g., it has to be oriented properly, have fuel, it is air-worthy, etc., as well as
be situated such that it can take off from a source, cruise in a trajectory, and land at a destination. An
enriched lexical representation for such information of plane would involve far more operational and
procedural knowledge than typically associated with the semantics of lexical items, going beyond the
normal purview of qualia structure.

For this reason, in order to more richly represent this knowledge structure computationally, we are
exploiting the modeling language VoxML (Pustejovsky and Krishnaswamy, 2016; Krishnaswamy and
Pustejovsky, 2016), which was initially developed in the context of 3D modeling of language in “mul-
timodal semantic simulations,” wherein a computational system can render its interpretation of an event
visually, for evaluation or to interact with a human. The VoxML equivalent of the above habitat structure,
accounting for placement of the parameters within the embedding space E is given below:
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(2)



plane

HABITAT =

 INTR = [1]

 SRC = y1 ∈ E
DEST = y2 ∈ E
TOP = top(+Y )
DIR = align(Z, Evec(y2−y1))




AFFORD STR =

[
A1 = H[1] → [fly(x, y1, y2)]Rfly(x)

]


The plane begins from a source heading to a destination. It must remain upright within the medium,

and oriented along a trajectory from source to destination. These constraints allow the plane to fulfill its
telic role “fly,” encoded as an affordance, following (Gibson, 1977), and subject to various interpretations
(e.g., Steedman (2002); Chao et al. (2015); Osiurak et al.(2017); Poddiakov (2018)).

Now consider the class of agentive nominals, such as pilot, pianist, and the agent from Figure 2b,
chainsaw operator. All such nouns are typed with a TELIC value referring to a specific event, such as
flying a plane, playing piano, or felling trees. Such latent event values are present by virtue of identifying
the typing of the individual mentioned (in text) or portrayed (in an image).

Finally, consider the class of object resultative nominals, such as debris (Figure 3b), and the two
examples shown below, i.e., lava flow and laundry.

Figure 4: Lava flow (left) and clean laundry (right)

As the name implies, the nominal makes reference to an event bringing about the denotation of the entity
(Pustejovsky, 1995; Hovav and Levin, 2010). That is, debris is made of parts of a referenced, previously
intact object, of which those constitutive parts still exist in some form, but no longer constitute the
complete object. Lava flow, on the other hand, is actually a polysemous nominal, referring to either
an event or the resulting material. Here, the image depicts the rock formation resulting from the event.
Finally, the nominal laundry has a latent event referencing the resulting state of the clothes (either dirty
or clean) being laundered. This image constrains the ambiguity to the clean state, as the folded clothes
are situated over the dryer, two additional habitat constraints suggesting this interpretation. This is a
signature example of a narrative constructed entirely from the composition of several objects and their
associated latent event structures.

4 Future Directions

In this position paper, we argue that there is a potentially rich latent event structure associated with
objects in text and images, which can be exploited for enriching the interpretation and construction of
narratives. Objects can be seen as encoding latent event structures that, when combined, can create
narrative structures of their own. This can potentially provide information for a framework within which
to computationally extract linkages between images and text in news stories, and model coherent event
sequences, and predict bias or differences of perspective in reporting. In order to test such hypotheses, we
are currently annotating and analyzing a number of different corpora to identify both the TELIC roles and
affordances associated with objects, as expressed in text and images. These include the Flikr30k (Young
et al., 2014; Plummer et al., 2015); the VisualGenome (Krishna et al., 2017); and a subset of the images
used for in the Visual Question Answering task from MS COCO (Lin et al., 2014). While there have been
some efforts to identify affordances with objects (Chao et al., 2015), it remains a challenging issue to
create object-latent event associations at scale. We believe a combination of manual annotation together
with automatic extraction techniques for qualia relations (Cimiano and Wenderoth, 2007; Claveau and
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Sébillot, 2013) will help in constructing a multimodal lexical resource that reflects the narrative structure
of objects.
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